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Selection Sort:

Definição

O selection sort é baseado em se passar o menor valor do vetor para a primeira posição (ou o maior dependendo da ordem desejada), depois o de segundo menor valor para a segunda posição, e assim é feito sucessivamente com os n − 1 elementos restantes, até os últimos dois que restarem.

Algoritmo

void selection\_sort(int num[], int tam) {

int i, j, min, aux;

for (i = 0; i < (tam-1); i++)

{

min = i;

for (j = (i+1); j < tam; j++) {

if(num[j] < num[min])

min = j;

}

if (num[i] != num[min]) {

aux = num[i];

num[i] = num[min];

num[min] = aux;

}

}

}

Vantagens

* Um algoritmo simples de ser implementado em comparação aos demais.
* Não necessita de um vetor auxiliar (in-place).
* Por não usar um vetor auxiliar para realizar a ordenação, ele ocupa menos memória.
* Uns dos mais velozes na ordenação de vetores de tamanhos pequenos.

Desvantagens

* Um dos mais lentos para vetores de tamanhos grandes.
* Não é estável.
* Faz sempre n² comparações, independente do vetor está ordenado ou não.

<https://pt.wikipedia.org/wiki/Selection_sort>

Isertion Sort:

Definição
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Algoritmo

void insertionSort(int original[], int length) {

int i, j, atual;

for (i = 1; i < length; i++) {

atual = original[i];

for (j = i - 1; (j >= 0) && (atual < original[j]); j--) {

original[j + 1] = original[j];

}

original[j+1] = atual;

}

}

Vantagens:

* É o método a ser utilizado quando o arquivo está "quase" ordenado
* É um bom método quando se desejar adicionar poucos elementos em um arquivo já ordenado, pois seu custo é linear.
* É estável.

Desvantegens:

* Alto custo de movimentação de elementos no vetor.

https://pt.wikipedia.org/wiki/Insertion\_sort

Bubble Sort:

Definição

Algoritmo

Vantagens:

Desvantegens:

Radix Sort:

Definição

Algoritmo

void radixsort(int vetor[], int tamanho) {

int i;

int \*b;

int maior = vetor[0];

int exp = 1;

b = (int \*)calloc(tamanho, sizeof(int));

for (i = 0; i < tamanho; i++) {

if (vetor[i] > maior)

maior = vetor[i];

}

while (maior/exp > 0) {

int bucket[10] = { 0 };

for (i = 0; i < tamanho; i++)

bucket[(vetor[i] / exp) % 10]++;

for (i = 1; i < 10; i++)

bucket[i] += bucket[i - 1];

for (i = tamanho - 1; i >= 0; i--)

b[--bucket[(vetor[i] / exp) % 10]] = vetor[i];

for (i = 0; i < tamanho; i++)

vetor[i] = b[i];

exp \*= 10;

}

free(b);

}

Vantagens:

Desvantegens:

Quick Sort:

Definição

Algoritmo

Vantagens:

Desvantegens:

Merge Sort:

Definição

Algoritmo

Vantagens:

Desvantegens:

Busca sequencial:

Definição

Algoritmo

Vantagens:

Desvantegens:

Busca Binária:

Definição

Algoritmo

Vantagens:

Desvantegens: